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Introducao

A’Jf

Problema da Classificacao

« Como saber se algumas observacoes
pertencem a uma particular popula¢iao?

V Incerteza na classificacdo
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Paradoxos da Classificacao

+ Informacgdo incompleta sobre desempenho
futuro:

V Classificacio de candidato como capaz de
concluir ou ndo um mestrado

+ Informacgao
objeto:

V Classificagio de itens bons/defeituosos

perfeita exige destrui¢do

« Informagao cara ou indisponivel:
V Problemas médicos que s6 podem ser
classificados corretamente com procedimentos
complexos
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Erros de Classificacao

+ Caso médico:

vV Em geral, deseja-se diagnosticar um mal a
partir de sintomas externos facilmente
observdveis

« Erro de classificacgao:

vV Pode ndo ser clara a distingdo entre as
caracteristicas medidas das duas populacdes.
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Predicao de Classes
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A Modelos para Respostas m
Categoricas
« R? e RMSE nio sdo adequados no
contexto de classifica¢ao
« Aspectos das predi¢des de modelos de
classificagdo e de sua relacio com a
medi¢do de desempenho.
 Estratégias para avaliar e comparar
modelos de classificacio  usando
estatisticas e visualizacdes.
Elementos de Aprendizagem Estatistica — 2024 b
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M Tipos de Predicéo m
« Em geral, os modelos de classificacdo
geram dois tipos de predi¢ao:
vV Valor continuo
— Usualmente na forma de uma probabilidade
V Valor discreto
- Na maioria das aplicacdes praticas, é necessdria
uma predicdo discreta de categoria para tomada
de decisao
- Ex.: Filtro automético de spam
12
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« Frequentemente o foco estd na predi¢do m
do valor discreto

vV Mas as estimativas de probabilidade para
cada classe podem ser bastante uteis para
avaliar a confianca do modelo

- Ex.: P{spam} =0.51 vs. P{spam} = 0.99

vV Em algumas aplicagdes, o resultado desejado

sdo as probabilidades de classe preditas
- Usadas em outros cdlculos

- Ex.: P{fraude em pagamento de seguros},
combinada com custo de investigagdo e de perda
para decidir se uma investigacdo € recomendada.
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« Ha modelos de predicdo continua que ndo m
¢ probabilidade.

vV Redes neurais, modelo de classificagdo de
minimos quadrados parciais, etc.

V Deve-se usar alguma transformacgdo para
levar a predi¢des “probability-like”

V Ex.: Transformac@o softmax (Bridle, 1990):

- eyk

Pr. = =C

> i1 €%

- ¥ predicdo do modelo para a k-ésima classe

- Py valor transformado probability-like ([0, 1])
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Calibracdo de Probabilidades m

- A probabilidade de classe do modelo
deve ser bem calibrada
V Deve refletir a probabilidade subjacente da
amostra
vV Exemplo: Filtro de spam

- Modelo produz uma probabilidade de 20% para a
verossimilhanca de um particular e-mail ser spam

- Valor estard bem calibrado se tipos similares de
e-mail forem alocados nessa classe, em média, 1
em cada 5 amostras
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Grafico de Calibracao m

- Probabilidade de um evento
V Observada vs. predita.

V Pontuar colecio de objetos com classes
conhecidas

V Agrupar os dados em grupos com base nas
probabilidades de classe

— Ex. intervalos a cada 10%
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V Determinar a taxa observada de eventos por m
intervalo

- Ex.: 50 objetos, com alocagdo de 1 objeto na
classe <10%

— Ponto médio do intervalo: 5%, taxa observada:
2%

v Modelo com, probabilidades calibradas:

— Pontos ao longo da reta identidade

Elementos de Aprendizagem Estatistica — 2024
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M . . m
e Conjunto de dados simulado:
Vv Duas classes e duas varidveis preditoras
V Probabilidade verdadeira
p 2 P
B Linha de contorno para p = 0.5
5 ol
¢ K :redlcl;,l ! ’ 18
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- Ajustados dois modelos de classificagado: m
V Analise discriminante quadratica (QDA)
v Random Forest (RF)
v Ambos modelos tem acurdcia similar (87,1%)

+ Conjunto de teste com n =1.000 objetos
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ﬂlf m

Calibration Plot
ala A d e Modelo QDA tende a ter
desempenho pior que do RF

% observada de eventos no
intervalo com probabilidades de
classe de 20 a 30%:
v QDA (4,6%)
Vv RF (35,4%)
+ Modelo QDA mostra padrdo
i F sigmoidal, com indicagdo de

o 0w | probabilidade subestimada
Bin Midpoint

Observed Event Percentage

+ Modelo indicado para ajuste:

Vv Modelo de regressio logistica

20
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i . As predigdes de classe e os resultados do m #ji. Corregio do Calibration Plot m
conjunto de treinamento podem ser usados -~ ;
Simonal Caiaton o « Melhoria na calibrag¢do

para  pds-processar as  estimativas
provdveis com a expressdo abaixo (Platt

2000): [ _ !
) =1 + exp(—Fo — B1p)

i + Pode-se aplicar a regra de
‘~ Bayes para recalibrar as
|
|
|

predicoes.
Vv Abordagem bayesiana também
pode melhorar as predi¢des

Observed Event Perceniage

V Verdadeiras classes preditas com fungdo das

probabilidades de classe ndo calibradas, com » As  amostras  devem  ser

0s pardmetros : = o Mmmj“ = w reclassificadas apds calibracio:
V Modelo de classificagdo QDA do exemplo:
- ﬁo = _57
B =117
Elementos de Aprendizagem Estatistica — 2024 “ Elementos de Aprendizagem Estatistica — 2024 “
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#ji Visualizacao das Probabilidades de m A m
Classe « Classificacdo bindria
. ) V Credit Scoring: Medida da qualidade do
« Método efetivo para apresentar os crédito
resultados do modelo: _ Ruim/Bom
V Histograma de classes vV Modelos de classifica¢do usados:
V Calibration Plot - Support vector machine — SVM
v Mapa de calor das probabilidades de classe - Modelo de regressao logistica
V Etc.
23 24
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‘]f Histograma das probabilidades —RL m

Kuhn and Johreon (2013} ©Springsr

» Probabilidade de classificagdo
+rue ll)uooc‘me: éad C‘tedn‘ T;ue Olumorlnaz G‘uod brecﬂ; de Crédito ruim para bons
clientes é bastante baixa.

V Probabilidade da maioria dos

00 02 04 08 08 10

8 2 r clientes é muito baixa.
b leniT ] " |+ A probabilidade de clientes
o r com crédito ruim € plana

T T T T T T T T T
00 02 04 0B 08 10
Probability of Bad Credit

(uniformemente distribuida)

+ Modelo ndo tem habilidade para distinguir os casos de
clientes com crédito ruim

25

Elementos de Aprendizagem Estatistica — 2024

¥l Calibration Plot -RL m

+ Acuricia da probabilidade de

100 S P . .
o crédito ruim degrada a medida
: L .
E que ela torna-se maior.
€ o r v Nio hd observagdes com crédito
£ o L ruim acima de 82,7%
H
8 r
8

o L

é 21) 0 ] 80 100
Bin Midpoint

+ Padrio indicativo de modelo de classificacdo com calibracao
e desempenho ruins

26
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« Classificacdo com trés ou mais classes
vV Mapa de calor das probabilidades de classe
pode ajudar a avaliar a confianca nas
predicoes
v Conjunto de teste com:

— oito classes: nivel A al
- Objetos: 48

27
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Mapa de Calor das Probabilidades de Classe m

i

T —

+ Classes
o vV Verdadeiras: linhas.
v Preditas: probabilidades de classes
nas colunas
« Sinal claro da classe predita
o v Objeto 20: 78,5%

-—
-—
- : - Casos obscuros:
“m : v Objeto 7: 19.6% (B); 19,3% (C);
| [ e 17,7% (A) e 15% (E)
v Embora o modelo aloque o objeto na
. b classe correta (19,6%), ha incerteza
= se ela poderia ser também da classe
r— [ C,AouE.

28
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Zonas Indeterminadas m

« Abordagem para melhorar o desempenho
da classificacao
V Criar zona indeterminada

V Classe ndo é formalmente predita quando a
confianga ndo ¢ alta

29
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m
=8 Problema de classifica¢do bindria:

V Zona de indeterminacdo: 0.5 + z

- Z = 0.10: objetos com probabilidade de predicdo
entre 0.40 e 0.60 considerados indeterminados

V Desempenho do modelo calculado sem as
observagdes da zona de indeterminagao
V Taxa de indeterminagio deve ser relatada

- Taxa de resultados imprevistos devem ser bem
compreendidos

30
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« Classificacdo com mais de duas classes m
(C>2)
v Podem ser aplicados limites semelhantes:
- Maior probabilidade de classe maior que % +z
V Para os dados da figura do mapa de calor:
- Se % + z for definido como 30%

-5 amostras seriam  designadas  como
indeterminadas

31
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Avaliacao da Predicao das Classes

31

Prof. Lupércio F. Bessegato - UFJF

32




Elementos de Aprendizagem Estatistica - 2024

A Matriz de Confusao para 2 Classes m

+ Tabela de contingéncia:
V Classes observadas e preditas

Observado
Evento Nao evento
Evento TP FP
TN

Predito

Nao Evento FN

- Diagonal: predicdes corretas
— Fora diagonal: cada um dos erros possiveis
= FP: erro tipo I e FN: erro tipo II

vV Comum para descrever desempenho do
modelo de predi¢ao

33
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A’J ’ Métricas m

« Taxa de acuracia global

(overall accuracy rate)
V Reflete a concordincia entre observagio e

redicdo
p ¢ L. TP +TN
acuracla = ———

T

Vv Probabilidade de classifica¢des corretas:
P{{CTNET)U(C NET)]

34
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« Desvantagens:
V' Nio leva em consideragio o tipo de erro

cometido
v Em situagdes em que os custos sdo diferentes,
as caracteristicas importantes do modelo
podem ndo ser medidas pela acuricia
— Discussdo ampla em Provost et. al (1998)

35
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« Desvantagens:
V Deve-se considerar as frequéncias naturais de
cada classe

— Exemplo: prevaléncia de desordem em recém-

nascido € aproximadamente 1 em 800 = 0.1%
- Um modelo de classificacdo poderia atingir
acurdcia quase perfeita ao predizer que todas os

objetos serdo negativos para o desordem

36
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Baseline m

+ Qual referéncia da acurdcia deveria ser
usada para determinar se um modelo de
classificacdo estd adequado?

VTaxa de auséncia de informagdo (ndo-
informagao):
- Taxa que pode ser alcangada sem um modelo
- Para C classes, defini¢do mais simples baseia-se

. 1
em aleatoriedade: z

- Ndo leva em consideragio as frequéncias
relativas das classes do conjunto de treinamento

37
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A!Jf v Exemplo do distirbio em recém-nascido: m
- Em amostra de tamanho 1.000, é pequena a
quantidade esperada de bebés com disturbio para
= (lou?2)
- Taxa de ndo-informacdo (50%) é superada, se ele
prediz que todos os objetos ndo tem distirbio
— Alternativa para definir a taxa de ndo-informagao

= Porcentagem da maior classe do conjunto de
treinamento

= Modelos com acurdcia maior que esta taxa deveriam ser
considerados razodveis

V Desequilibrios graves no tamanho de cada
classe impactam a acurdcia do modelo. 00

38
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« Taxa de erro global (overall error rate) m

V Reflete a discordincia entre observagio e
predicdo

FP+FN
n

taxadeerro = 1 — acurdcia =

39
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My
J « Em vez de calcular a acurédcia global e
comparé-la com a taxa de ndo-informagao
podem ser usadas outras métricas que
levam em consideragdo as distribui¢des de
classes dos objetos do conjunto de
treinamento.

40
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m A!Jf- A estatistica assume valores entre — 1 e 1. m
Vv Valor 0:

- ndo ha concordancia entre as classes observadas e

My
. Estatistica Kappa (Kappa de Cohen)

V Reflete a discordincia entre observagio e

predi¢do preditas.
- Desenvolvida originalmente para avaliar a v Valor 1:
discordancia entre dois avaliadores - concordancia perfeita entre as classes observadas e
Kappa = ?:g preditas.

V Valores negativos:
- Predicido estd em direcdo oposta a verdadeira

— O: acurécia observada (modelo de classificagdo)
- E: acuricia esperada (baseada nas marginais)
V A estatistica considera a acurdcia que + Se distribuicdo das classes € equivalente

ocorreria simplesmente por acaso V Acuricia global e Kappa sdo proporcionais.

4 42
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A’Jf m A’Jf

« Dependendo do contexto, Kappa entre

030 e 0.50 indicam concordancia
razoavel.

« Alguns autores utilizam as seguintes m
faixas:
v Concordancia baixa: < 0.20

J Suponha acurécia do modelo alta (90%), com v Concordancia satisfatérias: 0.20 a 0.40

acurdcia esperada também alta (85%). v Concordancia moderada: 0.40 a 0.60
Vv Kappa mostraria concordincia moderada v Boa concordancia: 0.60 a 0.80
(33%) v Concordancia muito boa: 0.80 a 1.0
43 44
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M m M Classificacéo Binaria m
+ Coeficiente Kappa pode ser estendido

para problemas com mais de duas classes

« Quando a varidvel categoérica for ordinal,
pode-se ponderar o coeficiente, impondo
penalidades maiores sobre erros que estdo
mais distantes do verdadeiro resultado:

V Nivel “baixo” predito erroneamente como

-« Em problemas de classificacdo bindria,
em que uma classe for interpretada como
evento de interesse :

V Estatisticas adicionais podem ser relevantes
evento de interesse

» Matriz de confusio:

“alto”, Kappa seria reduzido mais que um Observado
nivel “baixo” fosse predito como “médio” Evento (E)  Ndo evento (E7)
S Evento (C*) TP FP
=
£ Nao Evento (C) FN N
45 46
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i Matriz de Confusao para 2 Classes m M m
Tabela de continednci - Sensibilidade:
e labfla a€ contingencia: C o~
J & _ vV Taxa de predicio correta do evento de
Classes observadas e preditas interesse para todas as observagdes do evento
Observado P(CTNET) TP
ensibilidade — ) — _
Fvento N cvento sensibilidade = P(CT|E™) = P(ET) TP+FN
S Evento TP FP
=
£ NioEvento  FN TN V Algumas vezes a sensibilidade é considerada
- Diagonal: predi¢des corretas como taxa de verdadeiros positivos
- Fora diagonal: erros de cada um dos casos - Mede a acuricia da predicdo na populacdo do
possiveis evento
- FP: erro tipo I e FN: erro tipo II V Algumas autores consideram a taxa de falso—
v Comum em descri¢do de desempenho negativos como sendo P(C-| E*+) x :
47 1 - sensibilidade 48
Elementos de Aprendizagem Estatistica — 2024 Elementos de Aprendizagem Estatistica — 2024
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« Especificidade:
V Taxa de predi¢do correta de ndo-eventos na
populagdo de ndo-eventos:
- Desenvolvida originalmente para avaliar a
discordancia entre dois avaliadores
P(CNE7) TN
P(E-) TN+ FP
V Alguns autores consideram a taxa de falso—
positivos como sendo P(C* |E-) x :
1 - especificidade

especificidade = P(C™|E™) =

49
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Sensibilidade e Especificidade

49

A’Jf

« Potenciais  trade-offs  podem  ser m

apropriados

V Diferentes penalidades associadas a cada tipo
de erro.

VEx.: Filtragem de spam o foco €
especificidade

- Pessoas podem estar dispostas a receber spams, se
e-mails de interesse nao forem excluidos.

« Curva ROC
V Receiver Operating Characteristic Curve
V Técnica para avaliar frade-off entre
sensibilidade e especificidade.

51
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m
Trade-off
+ Assumindo um nivel fixo de acurdcia, ha
um ftrade-off entre especificidade e
sensibilidade
+ Intuitivamente:
Vv Aumento da sensibilidade de modelo incorre
na perda de especificidade
- Mais objetos preditos como eventos
Elementos de Aprendizagem Estatistica — 2024 ¥
50
P Exemplo
K et oo m
" Credit Scoring
V Predic¢do da qualidade de crédito
vV Modelos: SVM e Regressdo logistica
Vv Conjunto de teste: 200 clientes
V Matriz de confusdo — Modelo RL
- Evento: Crédito Ruim
Observado
Ruim Bom
£ Ruim 24 10 34
T
£ Bom 36 130 166
60 140 200
52
Elementos de Aprendizagem Estatistica — 2024
52
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Ruim Bom
~:§ Ruim 24 10 34
£ Bom 36 130 | 166
60 140 200
Vv Acurécia global: P2+ 130 _ .o/
200
~ s ~ . [140
Vv Taxa de ndo-informacio: 500 = 70%)

- Acurécia global ligeiramente melhor que taxa
de ndo-informacgao

Elementos de Aprendizagem Estatistica — 2024

A’ Jf Observado m

53

A’Jf m

53

-‘E Ruim(+) 24 10 34
£ Bom-) 36 130 | 166
60 140 200
TP 21
V Sensibilidade: |s — o = 40%
‘]
130

e [ T80
V Especificidade: ¢ = 7= = 92.9%

V Dificuldade em predizer crédito RUIM

- Modelo pode estar afetado pelo desequilibrio das
classes e/ou auséncia de forte preditor de crédito ruim

Elementos de Aprendizagem Estatistica — 2024

Observado
# )t Ruim(+) Bom(-) m

55
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Observado Esperado
Ruim Bom Ruim Bom
£ Rum 24 10 3 £ Ruim 102 238 | 34
£ Bom 36 130 | 166 & Bom 498 1162 | 166
60 140 | 200 60 140 | 200
V Acurdcia observada:|, _ 221+ 130 _ o,
200
. 10,2+116,2 . .
vV Acuricia esperada: IV = = 63, 2%
V Coeficiente Kappa:
O—E 077-0632
K< Q= — — R =0
WP = T F = T _gam o0
 Kappa sugere concordancia moderada
Elementos de Aprendizagem Estatistica — 2024
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A . fndice J de Youden:

V Medida para refletir as taxas de falso—
positivo e falso—negativo:

I = sensibilidade + especificidade — 1|

V Utiliza as propor¢des de predigdes corretas
para ambas as classes.

vV Em alguns contextos, pode ser um método
apropriado para resumir a magnitude de
ambos os tipos de erros

vV Método mais comum para combinar
sensibilidade e especificidade

- Curva ROC

Elementos de Aprendizagem Estatistica - 2024
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Valores Preditivos
« Sensibilidade e especificidade sdo
medidas condicionais

« Suponha paciente ndo portador de
doenca, com teste diagndstico com
acurdcia de 95%

vV Qual a probabilidade de paciente portar a
doenca?

V Depende da sensibilidade, da especificidade
e da prevaléncia da doenca.

Elementos de Aprendizagem Estatistica — 2024
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A’Jf

+ Levando em consideracdo a prevaléncia: m

V Valor preditivo positivo (VPP)

_ P(E*CY)

- Andlogo da sensibilidade

SXp

sxp+(1—e)(1—p)
V Valor preditivo negativo (VPN)

~ P(EC)

- Andlogo da especificidade

ex(1-p)

(I-s)xp+ex(1—p)

VPP =

VPN =

58
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« Valores preditivos sdo combinagdes nao-
triviais do desempenho do modelo e da
taxa de eventos da populacdo.

Elementos de Aprendizagem Estatistica — 2024
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» DecisOes incorretas: m
VPFP:PFP =P(E~[CT)=1-P(ET|CT)=1- VPP

VPEN/PFN =P(ET|CT)=1-P(E"[C")=1—- VPN

60
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i, Efeito da prevaléncia nos valores preditivosm

PPV (Sersitily = 90%) + Podem ser alcancados grandes
PPV (Sensilivily = 99'

%G - - -
R Specicty =55 VPN com prevaléncia baixa.

« Com aumento da prevaléncia
VPN torna-se muito pequeno
i « Ocorre oposto com VPP
|+ Varia¢do na sensibilidade (90%
o o3 o o ca 1 vs. 99%) tem pouco efeito sobre
Prevalence VPP.

61
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‘lf « Taxa de eventos balanceada (p = 0.50) m
TP

s
s+(l—e) TP+ FP

V Neste caso: [ypp —

vV Denominada precisao por alguns autores

« Sensibilidade tem efeito menor
que a especificidade.

Positive Predicted Value

“l+ Se especificidade for alta
(digamos > 90%) VPP grandes
«z| podem ser obtidos por meio de
os|  ampla gama de sensibilidades.

Specificity

T T
05 06 0.7 08 03 1.0
Sensitivity

62
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4 m
‘ « Nesse contexto é definido recall como:

TP
TP+ FN|
V A expressdo é a mesma da sensibilidade, mas

ha uma ligeira diferenca na interpretacao

- Modelo com recall alto tem grande amplitude

= Captura grande parte dos objetos positivo (evento)

recall =

63

Elementos de Aprendizagem Estatistica — 2024

Alf « Medida F (F1-score ou F-escore) m

vV Medida de desempenho do modelo que
combina precisdo e recall em um tnico valor.

v Usa média harmonica da precisio e do recall

2 X precisao x recall 2xTP
precisio x recall ~ 2x TP+ FP+ FN

V Precis@o e recuperacio estio expressas como
proporcdes entre O e 1, podendo ser
interpretadas como taxas.

F-measure =

64
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m
. Em geral, os valores preditivos ndo sao

usados para caracterizar o modelo:
V A prevaléncia é dificil de ser quantificada
V A prevaléncia é dinAmica

- Taxa de spams aumenta no inicio dos esquemas,
mas depois cai para niveis bdsicos

- Prevaléncia de doengas pode variar bastante
dependendo da localizacdo

65
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Jﬂjf m

Outros Critérios de Desempenho

65

A’Jf Critérios Nao Baseados na Acuracia m

« Ha situacdes em que o objetivo principal
do modelo preditivo ndo € a acuricia.
+ Aplicagdes praticas o objetivo de:
V Prever oportunidades que maximizem o
retorno
V Melhorar satisfa¢do do cliente

V Aprimorar predi¢des de demanda para
reduzir custos de estoque

V Reduzir custo de transagdes fraudulentas

67
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4 | m
« Embora importante a acurdcia apenas
descreve quido bem o modelo prediz
dados.

V Necessarias outras métricas de desempenho
que quantifiquem as consequéncias de
predicdes corretas e incorretas

— Custos e beneficios.
68
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i Exemplo

« Deteccio de fraudes

- Perda de renda

v Evento de interesse: fraude
V Predicdo de fraude (TP ou FP)

- Custo associado a investigacdo
- Beneficio de detectar transa¢des ruins (TP)

V Nio predi¢do de fraude (FN)

Elementos de Aprendizagem Estatistica — 2024
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M’Jf

69

Observado

M., Promocoes de e-commerce:

Observado

Resposta Nao resp.

Resposta Nao resp.

Resposta TP FP
Nao resp. FN TN

Predito

$26.40 8200

-$28,40

Vv Lucro total para um modelo:

Lucro = $26.40 TP — $2.00 FP + $28.40 F N

- Deve-se considerar a prevaléncia das classes

V Sabe-se que taxa de respostas € baixa
- Lucro esperado impulsionado por custos de FN

Vv Lucro liquido quando hd resposta: $26,40

Elementos de Aprendizagem Estatistica — 2024

i

71
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Exemplo

« Promogdes de e-commerce

V Evento de interesse: responde promogao

Observado Observado

Resposta Nao resp. | Resposta  Nao resp.
-$2,00

Resposta TP FP $26.40
Nio resp. EFN N -$28,40

Predito

Vv Lucro médio quando hd resposta: $28,40
- Custo das despesas de promoc¢ao: $2,00 (FP)
- Lucro liquido quando h4 resposta: $26,40 (TP)
- Perda de venda potencial: $28,40 (FN)

Elementos de Aprendizagem Estatistica - 2024
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70

V Clientes potenciais: 20.000
V Taxa de resposta: 10%

V Sensibilidade: 75,0%

V Especificidade: 94,4%

Observado Observado
Resposta Nao resp. | Resposta Nao resp.
£ Resposta 1500 1.000 | $39.600 ~$2:000
E Nio resp. 500 17.000 |-$14.200
Total $23.400 ($1,17/consumidor)
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#ji. . Matriz de confuso para modelo preditivo: m
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#ji. . Matriz de confusdo para modelo preditivo: m

V Clientes potenciais: 20.000
V Taxa de resposta: 10%

V Sensibilidade: 75,0%

V Especificidade: 100%

Observado Observado

Resposta Nao resp. | Resposta Nao resp.

.«g Resposta  1.500 $39.600

@

& Nao resp. 500 18.000 |-$14.200
Total $25.400 ($1,27/consumidor)

Vv Aumento significativo no desempenho, com

ganho marginal
- Promog¢do com baixo custo. N

#i. . Matriz de confusio para modelo preditivo: m
v Promog¢do em massa para todos os clientes
V Sensibilidade perfeita (100%)

Observado Observado
Resposta Nao resp. | Resposta  Nao resp.

Resposta  2.000 18.000 | $39.600
Nio resp. -$14.200
Total $16.800 ($0,84/consumidor)

V Deveria ser considerado como baseline.
— Lucros dos modelos considerados acima e abaixo
da promogdo em massa.

Predito

74

Elementos de Aprendizagem Estatistica - 2024

Elementos de Aprendizagem Estatistica — 2024

73

m
™. Esbog¢o geral para incorporagdo de custos
desiguais como medida de desempenho

v Drummond e Holt (2001)
Vv Fungiio custo-probabilidade

(PCF — Probability Cost Function)
px C(+[-)
P = XN + - pCGT)
V p: probabilidade a priori do evento.
VC(-|+): custo de predigio incorreta de

evento (+)
V C(+]|-): custo de predigdo incorreta de nio-

evento (-)
75
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74

Alf + Os autores sugerem usar o custo esperado m
normalizado
(NEC — Normalized Expected Cost)

NEC=PCF x (1-TP)+(1- PCF)x FP

Vv Considera:
- prevaléncia do evento, desempenho do modelo e

0S custos
v Custo total escalonado entre 0 e 1

V Abordagem atribui custos apenas para erros

- Pode ndo ser adequada para problemas com
outros tipos de custos ou beneficios.
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A’Jf

Probabilidades de Classe

 Probabilidades de classe oferecem mais
informacdo sobre as predi¢cdes do modelo
que os simples valores de classe.

Elementos de Aprendizagem Estatistica — 2024
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A’Jf

Curva ROC

+ Método geral que determina um limite
efetivo acima do qual seja indicado um
evento especifico

V Sensibilidade vs. (1 — especificidade)
V Pode ser usado no contexto de:
- Selecdo de varidveis

- Determinacdo de pontos de corte alternativos
para as probabilidades de classe

Elementos de Aprendizagem Estatistica — 2024
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m
Curva ROC
(Receiver Operating Characteristic)
78
m
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« Modelo de predi¢ao de crédito ruim
V Modelo de regressio logistica
- Sensibilidade: 40,0% (baixa)
- Especificidade: 92,9% (alta)
- Classificacdo calculada com limite default (50%)
V Pode-se melhorar a sensibilidade diminuindo
o limite?

— Capturar mais verdadeiros positivos
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#ji. + Curva ROC: Mif

V Avalia as probabilidades de corte por meio de
continuos pontos de corte

« Modelo de predicao de crédito ruim m
V Analise da curva ROC:

o + Redugdo limite de classificagdo o » Trajetdria acentuada da curva entre
i do crédito ruim para 30%. i origem e ponto de corte 50%.
2 v Modelo com melhor sensibilidade 2 v Sensibilidade aumenta em taxa maior
Vv Especificidade reduz para 78,6% que da diminui¢do da especificidade.
g Gl 0.300 (Spec = 0,786, Sens = 0.600) . Redugﬁo d() llmlte Captura mais é- s 0.300 (Spec = 0,766, Sens = 0.600) . Sensibilidades maiores que 70%
3 3 0.500 (Spec =-0.929, Sens = 0.400) Clientes com crédito I'lllIIl @ 3 0500 (Spec =0.929, Sens = 0.400) \/ D.im.itr‘luig?lo na especificidz;de mais
v Também comega a capturar a maior mgn{ I,C'fmva que ganho na
o 1 P o sensibilidade.
s parte dos clientes com crédito bom s
0‘0 D‘Z 0‘-1 OTE OTB l‘D 0‘0 DTE Ofd D‘E OTB 1 ‘D
1 - Specificity 1 - Specificity
81 82
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Yl Ao Mt
J& « Influéncia do ponto de corte: . curva ROC:
S V Griéfico ttil para escolher ponto de corte que
rue positive rate & K . R . .
maximize limite entre sensibilidade e
TPRa frerremsscnnacas ; especificidade
. Decrease .. .
:  threhold v Entretanto, alterar limite apenas tem efeito de
. tornar as amostras mais p0s1t1vas/ negatlvas
S——F - C . .
Increase : — Alteragdo de limite ndo move objetos das células
threhold da diagonal secundéria da matriz de confuséo.
VEm geral, o aumento da sensibilidade
: (especificidade) leva a diminuicdo da outra
FPRa False positive rate medlda‘
83 84
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i Avaliacao Quantitativa do Modelo m

« Modelo perfeito
(Separagdo completa das duas classes)
V Sensibilidade: 100%
V Especificidade: 100% e

positive
rate

ROC (perfect)

Vv Degrau tinico: (0,0) e (0, 1)
Constante: (0,1) a (1,1) AUC =1.0
V Areasobacurva: 1, 0

False
positive
rate

85
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i Comparagao de modelos m
V Sobreposi¢io de curvas no mesmo gréfico
v Comparagio de:
— Mesmo modelo com diferentes preditoras
— Pardmetros de ajuste diferentes

- Classificadores diferentes
vV Modelo 6timo deveria estar deslocado para
canto superior esquerdo do grafico.
vV Modelo mais eficaz

— Modelo com maior drea sob a curva ROC.

87
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A’]f « Modelo nio informativo

(Modelo sem efetividade)
V Sensibilidade = 1 — especificidade
V Curva ROC préximo a identidade

- Abaixo método nio € melhor que decidir com
uma moeda

V Area sob a curva: 0, 5

False
positive
rate

Elementos de Aprendizagem Estatistica - 2024
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« Visualizacdo comparativa de modelos
ROC Visualization:
Perfect
classifier OC curve
1.0e
s
o ™
S .
g Er
£ ,%@  Worse
7 2
8. 4 \’OG"
° C
2
g
'/
0.0 0.5 1.0
False positive rate
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i Area sob a Curva - AUC
e X
| e TPR= rp PN
Flhl(:;,[llm Trl‘l;;‘)ﬂlhl FPR =
AUC *‘[l 1= Zi) % (Yi + Yisr)

89

A5, . Modelo de predi¢do de crédito ruim m
V Area sob curva ROC: 0.78
V IC para AUC: (0.70; 0.85)

%‘ g 0.300 (Spec = 0,786, Sens = 0.600)

< 0.500 (Spec =0.929, Sens = 0.400)
0‘0 0‘2 Clld an O‘E 1 ‘U
1 - Specificity 90
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#ii.  AuC- Caracterizacao de Modelos m

« Vantagem:

V Insensivel a disparidades nas proporcdes de
classe

- E fungio apenas da sensibilidade e especificidade
« Desvantagem:

Vv Avaliagdo por AUC oculta informagao.

93

89
ﬂ]f m
« Escores da area sob a curva ROC

Lantz (2019)
vV Excelente: 0.90a1.00
vBom: 0.80a0.90
V Aceitdvel/Regular: 0.70a 0.80
VRuim: 0.60a0.70
v Sem discriminag@o: 0.50 a 0. 60
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A’Jf

« Exemplos de aplicacdo

Elementos de Aprendizagem Estatistica — 2024

v E comum a sobreposicdo de curvas ROC

— Nenhum modelo uniformemente melhor que outro
V Perda de informagio ao resumir a curva

- Em especial, quando a subdrea for de interesse

- Ex.: Modelo com curva com inclinagdo acentuada
na esquerda e AUC menor que de outro modelo

94
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94

« A curva ROC estd definida apenas param
problemas de classificagdo binéria

V Extensdes para uso em situagdes com trés ou
mais classes.
- Hand e Till (2001)
- Lachice e Flach (2003)
— Li e Fine (2008)
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A’Jf

Lift Charts

95

A’Jf
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Lift Chart m

« Avaliacdo da capacidade do modelo em
detectar eventos em classificacao bindria
v Objetos pontuados usando a probabilidade
de classe de evento
V Ordenagio por probabilidade de classe

- Espera-se que os eventos sejam classificados
acima dos ndo-eventos.

V Lift Chart:

- Classifica objetos pelo escore e determina taxa
acumulada de eventos

97

Elementos de Aprendizagem Estatistica - 2024

97

24



Elementos de Aprendizagem Estatistica - 2024

A’Jf

Procedimento para Construcao m

1. Predizer classificacdo conjunto de teste
- Nio utilizados na constru¢do do modelo
2. Determinar taxa de eventos baseline
- % eventos verdadeiros em todo o conjunto
3. Ordenar dados conforme probabilidade de
classificacdo do evento de interesse.
4. Para cada valor de probabilidade (tinico)
- Calcular % eventos verdadeiros abaixo dele

5. Em cada limite de probabilidade

- Dividir % de eventos verdadeiros pela taxa de
eventos baseline.

98
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vV Melhor e pior lift curve, em conjunto de m
dados com taxa de eventos de 50%

% Events Found

+ Modelo ndo-informativo tem curva
préxima da identidade
Vv Nio traz beneficios para classificar
amostras
+ Modelo perfeito consegue separar
exatamente as duas.

Vv Em 50% (eixo x) todos os eventos
foram capturados pelo modelo.

% Samples Tested

100
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m

J « Lift chart representa ganho/elevagdo
acumulado em relagdo a % de objetos que
foram classificados

« Modelo ndo-informativo:

VX% dos dados com classificagio mais alta
conteriam X eventos, em média

vV Aumento é quantidade de objetos detectados
pelo modelo, acima de uma selecdo aleatdria
dos objetos.

99

Elementos de Aprendizagem Estatistica - 2024

99

M Comparacao de Modelos m

« Comparacao de lift curves para encontrar
modelo mais adequado

V Pode-se usar a drea sob a curva (AUC)

« Alguma partes da [lift curve podem ser
mais interessantes que outras
Vv Provavelmente a parte mais importante serd

aquela associada com os objetos com
classificagdo mais alta
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A’Jf
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